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The staggering proliferation of heterogeneous, large scale data sets and streams is recognised as an 

untapped resource which offers new opportunities for extracting aggregated information to inform 

decision-making in policy and commerce. However, currently existing methods and techniques for 

data mining involve a lot of prior assumptions, handcrafting and a range of other bottleneck issues: i) 

scalability – vast amounts of data which require high throughput automated methods (e.g. manual 

labelling of data samples can be prohibitive); ii) complex, heterogeneous data (including signals, 

images, text that may be uncertain and unstructured); iii) dynamically evolving, non-stationary data 

patterns, and the shortcomings of the “standard” assumptions about data distributions; iv) the need to 

hand craft features, parameters or set thresholds. As a result, a large proportion of the available data 

remains untapped. The key challenge now is to manage, process and gain value and understanding 

from the vast quantity of heterogeneous data without handcrafting and prior assumptions, at an 

industrial scale. 

In this talk a newly emerging theoretical framework which we call Empirical Data Analytics will be 

introduced and described and its relation to the probability, density, centrality, etc. Traditional 

disciplines of Machine Learning, Data Mining, Pattern Recognition, System Modelling and 

Identification are well developed. However, current tools often require a number of restrictive 

assumptions, or handcrafting/manual selection of features, distribution types, parameters, thresholds, 

etc. Existing algorithms are usually iterative, including internal cycles. In traditional statistical 

approaches, averages play a more important role than the individual specifics. Even rapidly emerging 

AI and computational intelligence approaches require ad hoc assumptions and a priori decisions (e.g. 

network depth/ architecture, membership function type and parameters). Furthermore, most existing 

algorithms assume fixed model structures. This hampers their application to dynamically evolving 

non-stationary data streams and dealing with shifts and drifts. For example, in cybersecurity, 

adversaries are often adaptive and intelligent; they exploit the vulnerabilities of traditional systems 

that are based on fixed prior assumptions, designed for stationary data streams and data generated by 

the same distribution. Attacks on spam filtering may, for exmaple, include spam messages that are 

obscured by random misspellings of trigger words; similar problems exist for detecting malware and 

biometric spoofing.   

Motivated by the principle of Occam’s Razor [3], we suggest a complete departure from traditional 

approaches to large-scale data analysis: we advocate recognising the central importance and 

complexity of real-world data. Our aim is to establish a new paradigm for autonomous data analytics 

that is based on minimal prior assumptions. The guiding principles of this paradigm are that i) we 

should avoid assumptions about the statistical properties of the data; ii) the burden of human effort 

should be shifted away from the large amount of raw data to the top of the knowledge pyramid (see 

Fig. 2); iii) all new methods for data analytics should be scalable. 

 
Fig.1 top–traditional approach; bottom–EDA  
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Fig.2 Autonomous Learning Systems within the EDA hierarchical architecture 

Within EDA we define cumulative proximity, typicality, eccentricity, local and global, uni and 

multimodal density. Typicality is particularly interesting, because it resembles (but differs from) the 

probability density function (pdf), information potential and other similar representations related to 

system state and structure description and has very close links with laws of physics such as 

gravitation, intensity and inverse square distance. 

Based on this approach fast, transparent deep learning classifiers can be build [4]-[5] which are non-

parametric, non-iterative, highly precise and self-developing. 

In the talk this new concept will be described as well as a number of applications to various problems. 
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